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ImageCLEF 2017 is an evaluation 
campaign that is being organized as 
part of the CLEF initiative labs.  
 
The campaign offers several 
research tasks that welcome 
participation from teams around the 
world.  
 
The results of the campaign appear 
in the working notes proceedings, 
published by CEUR Workshop 
Proceedings (CEUR-WS.org) and are 
presented in the CLEF workshop.  
 
Selected contributions among the 
participants will be invited for 
publication in the following year in the 
Springer Lecture Notes in Computer 
Science (LNCS) together with the 
annual lab overviews.  
 
Target communities involve (but are 
not limited to): 
- information retrieval (text, vision, 
audio, multimedia, social media, 
sensor data, etc.) 
- machine learning, deep learning 
- data mining  
- natural language processing 
- image and video processing 
- remote sensing 
with special attention to the 
challenges of multi-modality, multi-
linguality, and interactive search. 

Contact 
 

Facebook  
https://www.facebook.com/ImageClef 
 

Twitter 
https://twitter.com/imageclef 

Overall coordination 
 

Bogdan Ionescu,  
University Politehnica of Bucharest, 
Romania 
 

Mauricio Villegas,  
Universitat Politècnica de València, 
Spain 
 

Henning Müller,  
HES-SO, Sierre, Switzerland 
 

Call for Participation 

ImageCLEF 2017 
CLEF, 11-14 September, Dublin, Ireland 
 http://www.imageclef.org/2017 

ImageCLEFlifelog: The availability of a large variety of personal 
devices, e.g., smartphones, video cameras as well as wearable 
devices that allow capturing pictures, and videos in every moment of 
our life is creating the need for systems that can automatically 
categorize, summarize and retrieve these data. The task addresses 
the problems of lifelogging data retrieval and summarization. 
 

Organizers: Duc-Tien Dang-Nguyen (Dublin City University), Luca Piras 
(University of Cagliari), Michael Riegler (University of Oslo), Cathal Gurrin 
(Dublin City University), Giulia Boato (University of Trento). 
 
ImageCLEFcaption: Interpreting and summarizing the insights gained 
from medical images such as radiology output is a time-consuming 
task. As a consequence, there is a considerable need for automatic 
methods that can approximate this mapping from visual information to 
condensed textual descriptions. The task addresses the problem of 
bio-medical image caption prediction from large training data. 
 

Organizers: Carsten Eickhoff (ETH Zurich), Immanuel Schwall (ETH Zurich), 
Henning Müller (HES-SO) 
 
ImageCLEFtuberculosis: The objective of the task is to determine the 
tuberculosis subtypes and drug resistances as much as possible 
automatically from the volumetric image information in computed 
tomography (CT) volumes (mainly texture analysis) and based on 
clinical information (e.g., age, gender, etc).  
 

Organizers: Vassili Kovalev (Institute for Informatics Minsk), Henning Müller 
(HES-SO), Alexander Kalinovsky (Institute for Informatics Minsk). 
 
ImageCLEFremote (pilot task): The objective of the task is to explore 
Earth observation images (Sentinel Copernicus satellite images) to 
discover unknown information. Before engaging any rescue operation 
or humanitarian action, NGOs need to evaluate the local population as 
accurately as possible. In this task, participants will be given various 
zones plus some contextual information. They will have to provide the 
prediction of the population and related tasks. 
 

Organizers: Helbert Arenas (Université de Toulouse), Bayzidul Islam 
(Technische Universität Darmstadt), Josiane Mothe (Université de Toulouse), 
Dimitrios Soudris (Institute of Communication and Computer Systems) 

Important dates (may vary depending on the task) 
 

  Task registration opens: November 14, 2016 
  Run submission: May 1, 2017 
  Working notes submission: May 26, 2017 
  CLEF long paper submission: April 28, 2017 
  CLEF short paper submission: May 5, 2017 
  CLEF 2017 conference: September 11-14, Dublin, Ireland   

ImageCLEF 2017 
September 11 - 14 - Dublin, Ireland 



Narrative Clip 2, OMG Autographers and 
the Moves smartphone app.

All-day data gathering



 
Biometrics

Locations

SpeechHearing

Vision
Attention

Activities

Capturing everyday-life-experience

Memory 
Support

Insights 
Discovery



A variety of data, different 
timings, different accuracies, 

needing different tools.

Data Processing

Scalable & efficient indexing 
with contextual querying and 
no defined unit of retrieval.

Search & Retrieval

Use-cases need pervasive 
access and contextual 

querying.

Anywhere, Anytime

Develop fixed and ubiquitous 
capture & access methods 

for all stakeholders.

User Experience
The ethics of how to use rich 
personal data & doing so in 

a privacy-aware manner.

Personal Data
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Holistic Solutions Require a Multidisciplinary Approach

Slide adapted from: Cathal Gurrin, "A guide to Creating and Managing Lifelogs", ACM MM 2016 Tutorial, 15 Nov 2016. Amsterdam.



Lacking of common benchmarking 
datasets and tasks!

let's face real practical challenges ... 



A dataset for sport 
analysis

Heimdallr

A Raw Images Dataset for 
Digital Image Forensics

RAISE

A crowdsourced data set 
of edited images online

Hard to find

A Multi-Class Image-Dataset for Computer Aided 
Gastrointestinal Disease Detection

Kvarsir

We have been workin
g on ...
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Slide adapted from: Duc-Tien Dang-Nguyen et al., "Building a Disclosed Lifelog Dataset: Challenges, Principles and Processes", CBMI 2017, June. Florence.



Dataset Statistics
Number of Lifeloggers

Size of the Collection (GB) 18.18 GB

Number of Images 88,124

Number of Locations 130

Number of Visual Concepts 1,000

Number of LRT Topics 36 (16 devset, 20 testset)

Number of LST Topics 15 (5 devset, 10 testset)





Features

1
Autographer 
wearable 
camera

VISUAL 2ACTIVITIES
Wide-set of  
Physical 
Activities

3 LOCATION

Semantic 
Locations

CAFFE



Lifelog Summarization Task 

Analyse the lifelog data and 
summarize them according 
to specific requirements. 

The summary should be 
represented by 50 images, 
and it is required to be both 
relevant and diverse.

Lifelog Retrieval Task 

Analyse the lifelog data and 
according to several specific 
queries return the correct 
answers. 



An example of a LRT topic
Topic: Having a Drink 

Query: Find the moment(s) when user u1 was having a 
drink in a bar with someone. 

Description: Any moment in which the user is clearly seen 
having a beer or other drink in a bar venue is considered 
relevant. Having a drink in any other location (e.g. a 
cafe), or without another person present is not considered 
relevant. The type of drink is not relevant once it is 
presumed alcoholic in nature and not tea/coffee.



An example of a LST topic
Topic: Eating Habits 

Query: Summarize the moment(s) when user u1 was eating or 
drinking. 

Description: User u1 wants to know insights of his eating/drinking 
habits. He would like to have a summary of what, when, where, and 
whom together he was eating or drinking. To be relevant, the 
images must show entirely or partially visible food/drink. Blurred or 
out of focus images are not relevant. Images that are covered 
(mostly by the lifelogger's arm) are not relevant, even if they are 
recorded while the user was eating.      



Evaluation metrics: 

Cluster Recall at X (CR@X) - a 
metric that assesses how many 
different clusters from the ground 
truth are represented among the 
top X results; 

Precision at X (P@X) - measures 
the number of relevant photos 
among the top X results; 

Official metric: F1-measure at 10 
(F1@10) - the harmonic mean of the 
previous two at cut off point of 10. 

Final score: Arithmetic mean of all 
topics.

Evaluation metric:   

NDCG (Normalized Discounted 
Cumulative Gain)  

Different depths are used, i.e., 
NDCG@N, where N will vary based on 
the type of the topics, for the recall 
oriented topics N will be larger (>20), 
and for the precision oriented topics N 
will be smaller N (5 or 10 or 20). 

Final score: Arithmetic mean of all 
topics. 



Topics and Ground-truth

OrganisersLifeloggers

LRT Topics

LST Topics

Relevant Moments

Relevant Moments

Lifeloggers Organisers

Publish

Publish
Remove  
non-relevant  
images

Classify  
images 



Some statistics
# Topics Min Max Average

Devset - LRT 16 14 1087 259

Testset - LRT 20 25 1039 214

Devset - LST - 
Clusters 5 5 34 16.6

Testset - LST - 
Clusters 10 5 47 15.6

Devset - LST - 
Images per cluster 5 5 343 30

Testset - LST - 
Images per cluster 10 3 746 52



Teams

66 registrations 
21 signed copyright forms 

19 submitted runs  
3 teams



Team Run Description

Organisers

Baseline Baseline method, fully automatic.

Segmentation Apply segmentation and automatic retrieval based on concepts.

Fine-tunning Apply segmentation and fine-tunning. Using all information.

Team Run Description

Organisers

Baseline Baseline method, fully automatic.

Segmentation Apply segmentation and automatic retrieval and diversification based on concepts.

Filtering Apply segmentation, filtering, and automatic diversification. Using all information.

Fine-tunning Apply segmentation, fine-tunning, filtering, and automatic diversification. Using all information.

RF Relevance feedback. Using all information.

UPB Run 1 Textual filtering and word similarity using WordNet and Retina.

I2R

Run 1 Parameters learned for maximum F1 score. Using only visual information.

Run 2 Parameters learned for maximum F1 score. Using visual and metadata information.

Run 3 Parameters learned for maximum F1 score. Using metadata.

Run 4 Re-clustering in each iteration; 20% extra clusters. Using visual, metadata and interactive.

Run 5 No re-clustering. 100% extra clusters. Using visual, metadata and interactive.

Run 6 Parameters learned for maximum F1 score. Using visual, metadata, and object detection 
.Run 7 Parameters learned for maximum F1 score, w/ and w/o object detection. 

Run 8 Parameters learned for maximum F1 score. Using visual information and object detection.

Run 9 Parameters learned for maximum precision. Using visual and metadata information.

Run 10 No re-clustering. 20% extra clusters. Using visual, metadata and interactive.



Results

0.0 1.0

Golden 
results

Base-
line

Textual 
based

Relevance 
Feedback

Visual + 
Metadata

Object 
detection



Easy vs. Hard topics
T8. Transporting 

Query: Summarize the moments when user u2 using public transportation. 
Description: Photos taken inside a car or a taxi are not relevant. Blurred or 

out of focus images are not relevant. Images that are covered are not 
relevant.

0.81



Easy vs. Hard topics
T4. Working at home 

Query: Find the moment(s) in which user u1 was working at home. 
Description: To be consider to relevant, the user should be using computer 

for work, reviewing an article or taking some notes at home. Using 
computer for entertainment is not relevant.

0.08



Official Results
Team Best run Run type Avg. NDCG

Organisers* Fine Tuning Mixed 0.386

Team Best run Run type Avg. F1@10

I2R Run 2 Mixed 0.497

UPB Run 1 Mixed 0.132

Organisers* Relevance 
Feedback Mixed 0.769

Lifelog Retrieval

Lifelog Summarisation

* NOTE: These runs are not ranked since they are from the organisers team.



International teams from different continents 02
Different multimodal methods from different ideologies, 

exploiting different sources of information
03

Rich of data, more are coming 01
Raise more 

awareness for 
lifelogging in 

general

Tasks seemed to be very complex.01
The scope of the subtasks should be better defined.02
Lacking of pre-extracted features.03

Large gap 
between signed-
up teams and the 
submitted ones



Focus on supporting knowledge 
acquisition and learning in the 
early years.

1. Knowledge Support
From education to the workplace, 
providing information and insights 
to assist productivity and fitness.

2. Productivity
Into old age, providing support for 
cognition and health to maintain 
independence and activity.

3. Health

CHILD

ADULT

ELDERLY

In reality, we can’t yet imagine the use-cases of lifelogs, but 
it could become a permanent companion assisting you 

throughout life. Constantly growing in size.

Slide adapted from: Cathal Gurrin, "A guide to Creating and Managing Lifelogs", ACM MM 2016 Tutorial, 15 Nov 2016. Amsterdam.

Vision



Future tasks

1
Autographer 
wearable 
camera

VISUAL 2 ACTIVITIES

Wide-set 
of  Physical 
Activities

3 LOCATION

Semantic 
Locations

4 BIOMETRICS

A full set of 
biometrics 
24/7

5 INFO.

All digital 
reading 
and writing

6 AUDIO

A complete 
audio-log 
of life 
activities

Concepts ASR Stress Interactions
Enhanced

features from  
the Early Tasks

Slide adapted from: Cathal Gurrin et al., "NTCIR13-Lifelog Task Introduction", 2017.

 ImageCLEFlifelog 2018 and NTCIR-14 (proposals submitted)



CALL FOR PAPERS: 7th International Conference on Pattern Recognition Applications and Methods

SPECIAL SESSION ON
INSIGHTS DISCOVERY FROM LIFELOG DATA (INDEED)

January 16-18, 2018 FUNCHAL, MADEIRA–PORTUGAL (www.icpram.org/INDEED.aspx)

IMPORTANT DATES

Submission Deadline: 
November 7th, 2017

Authors Notification: 
November 21st, 2017

Camera Ready and 
Registration: 

November 29th, 2017

ICPRAM Conference: 
February 16th-18th, 2018

TOPICS

• Multimedia data analytics for lifelog data
• Search and retrieval from lifelogs
• User experiences of lifelog gathering and application
• Real-world applications of lifelogging
• Captology and behaviour change from personal data
• Egocentric vision and first-person camera vision analytics

SUMMARY AND SCOPE

The aim of this special session is to draw together researchers
involved in this new and challenging area. The seeked
contributions can be either methodological on learning and
data analysis (e.g., active and adaptive learning, hypothesis
generation, data managed techniques, combining classifier
techniques, etc.) or focused on solving real world challenges
(e.g., human behavior analysis, content-based multimedia
retrieval, and many others).



dangnguyen@insight-centre.org

Thank you!
Question?

mailto:dangnguyen@insight-centre.org

